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We are honored to write the opening article of this focus issue of 
Lab Animal. This focus issue could not occur at a more important 
time for biomedical research and the use of animals in science in 
general. The progressive worsening of success rates in human tri-
als (currently 1 in 9 drugs entering human trials will succeed)1–4, 
combined with the explosion of interest in the reproducibility  
crisis5–8 and the recognition that most drugs fail in human trials 
due to insufficient efficacy1,2,4, has led to a growing suspicion that 
the failure of translation from animal work to human outcomes 
may in some way reflect issues in animal research itself5–19—after 
all, every drug that fails in humans “worked” in an animal model. 
Indeed pharmaceutical companies continue to disinvest in inter-
nal animal R&D, a trend begun in the last decade, passing on the 
cost and risk to academia and startups5,20. Even this approach  
is not foolproof as pharmaceutical companies often cannot repli-
cate the results of published work from academia5,8,13. Accordingly, 
there is a growing trend to focus on human, not animal, work for 
basic discovery17.

Discarding animal research entirely is not the answer. When 
properly used, animal models have incredible value, not least the 
ability to follow biomarkers from birth to disease onset in a year 
or less (in the case of mice), which is impossible in humans17,18. 
There are patterns and principles that can help us identify models 
and results that are more or less likely to translate, and there are also 
easily realized, simple changes in the execution of animal work that 
will inherently improve translation16–18. This isn’t a new concept; 
looking back over the last 10–15 years we can see many authors 
have been candid about the merits, strengths, weaknesses, repro-
ducibility, and translatability of various animal models1,2,4–19,21–41. 
Our goal with this article is to unite the common themes in this 
broader emerging literature and this special issue.

Thus, the central point is that we (i.e., refs. 17,18,26–28,39,41) do 
not represent a voice in the wilderness, but one voice in a chorus and 
that this emerging literature1,2,4–19,21–40,42,43 reflects a nascent disci-
pline which can be codified as the study of how knowledge is gained 
from animal research. We propose the title “Therioepistemology” 
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Introducing Therioepistemology: the study of how 
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This focus issue of Lab Animal coincides with a tipping point in biomedical research. For the first  
time, the scale of the reproducibility and translatability crisis is widely understood beyond the small 
cadre of researchers who have been studying it and the pharmaceutical and biotech companies who  
have been living it. Here we argue that an emerging literature, including the papers in this focus  
issue, has begun to congeal around a set of recurring themes, which themselves represent a paradigm 
shift. This paradigm shift can be characterized at the micro level as a shift from asking “what have 
we controlled for in this model?” to asking “what have we chosen to ignore in this model, and at what 
cost?” At the macro level, it is a shift from viewing animals as tools (the furry test tube), to viewing 
them as patients in an equivalent human medical study. We feel that we are witnessing the birth of a 
new discipline, which we term Therioepistemology, or the study of how knowledge is gained from animal 
research. In this paper, we outline six questions that serve as a heuristic for critically evaluating animal-
based biomedical research from a therioepistemological perspective. These six questions sketch out 
the broad reaches of this new discipline, though they may change or be added to as this field evolves. 
Ultimately, by formalizing therioepistemology as a discipline, we can begin to discuss best practices 
that will improve the reproducibility and translatability of animal-based research, with concomitant 
benefits in terms of human health and animal well-being.
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for this new discipline. “Epistemology” in philosophy is the  
study of the theory of knowledge, and the mechanisms by which 
rational inference is formed; while the prefix “therio” indicates of, 
or from, animals.

The papers that make up this emerging literature consistently 
address the same set of questions, which is all the more remarkable 
given that most of these authors have been thinking and writing in 
isolation. We believe that these are questions that every scientist 
should ask of themselves when they plan, interpret, and publish a 
study, and again when making translational, husbandry, or policy 
decisions on the basis of a study. We believe that by asking these 
questions, codifying them as a discipline, and educating our train-
ees to ask them, therioepistemology will guide biomedical research 
and the many disciplines that study animals to much more effective 
animal work in the future.

All models are imperfect: how that imperfection affects 
inference is what matters
At its core, therioepistemology is an applied exploration of validity. 
Validity is the degree to which a measure or an experimental result 
means what it is claimed to mean. This is fundamentally distinct 
from reliability (the degree to which a measure gives the same value 
under different circumstances) or reproducibility (the degree to 
which an experiment gives the same result when repeated)17,18,44. 
However these concepts are widely confused. To an extent this is 
understandable, as one does sometimes follow from the other, at 
least in a narrow sense. For instance, in molecular biology, finding 
the same bands on the same gel three times in a row (reliability) 
indicates an inherent truth about the macromolecules present in 
the sample (validity). However, the scope of this truth is extremely 
limited: the reliability of the measurement does not necessarily 
imply anything about the functions or roles of these macromol-
ecules within a complex system such as an animal model, and gen-
eralizing these results in that way is problematic. Ten phrenologists 
might reliably find the same bumps on our heads but these reliable 
findings don’t mean that the bumps have predictive power of our 
intelligence or criminality. As we discuss below, this failure to rec-
ognize the limits of inference is of particular importance to the 
over-interpretation of genetically modified mice as we and many 
others have argued17,32,33,45.

In brief, validity can be thought of as three independent dimen-
sions: face vs construct vs predictive validity; internal vs external 
validity; and convergent vs discriminant validity. Table 1 provides 
definitions and examples. Note that while the poles of each dimen-
sion are conceptually distinct, they are not mutually exclusive in 
the sense that a given measure, model, or study could for instance 
show both internal and external validity. For in depth discussion of 
validity see refs. 17,18,24,44,46,47. Therioepistemology provides a 
framework to ask “what type of validity is claimed, what type has been 
shown, and which is relevant to the research question at hand?” It is 
remarkable how often the answers to these three questions are incon-
gruous. Yet if the type of validity claimed and shown doesn’t bear on 
the research question, the whole experiment can be worthless, if not  
actively misleading (see Table 2 in ref. 17 for a worked example).

With respect to the particular problem of attrition, we are con-
cerned with predictive, external, discriminant validity (i.e. can the 

model predict a human outcome, and can it correctly avoid false 
positives). However we often rely on measures with, at best, face or 
construct, internal, convergent validity. For example, mouse meas-
ures of pain are largely based on reflexive or guarding responses, 
not the emotional experience of pain itself48,49. They show con-
struct, internal, convergent validity. This is a fine model for study-
ing the basic biology of nociception, but an incredibly poor choice 
for discovery of novel analgesics48–50, precisely because an ideal 
analgesic in humans leaves reflexes intact but blunts the emotional 
experience of pain49. Thus, a good model for one question can be a 
terrible model for another, and therioepistemology helps us think 
this through.

Six questions: what do we choose to ignore?
We often think about experimental design in terms of which 
model organism or system we use and which variables we choose 
to manipulate, which we choose to measure and how, and which 
we choose to control or ‘standardize’ in order to minimize variabil-
ity in measured outcomes. Our choices here are typically at least 
somewhat arbitrary, a matter of ease or convenience or what can 
be automated, and often implemented without knowledge of the 
effects on the animal and on the validity of the experiment.

Choosing a particular model species inherently involves  
choosing an animal with biological differences to humans. Ignoring 
these differences can be disastrous, if, for instance, normal spe-
cies differences in anatomy are mistaken as pathological51–53.  
Similarly, the complexities of human diagnoses are ignored or 
glossed over at our peril17,48,49,54,55. A recurrent theme of this 
paper, and this special issue, is that the role that good animal well-
being plays in good science also cannot be ignored26,41–43,56–58. 
Furthermore, factors that are controlled or standardized have 
also been widely shown to affect both the model and scientific 
outcomes, from the infectious agents we choose to exclude59, 
to the choice of bedding materials60–62 and enrichment63–65, to 
cage changing practices66, to handling technique58, to the iden-
tity31 or sex67 of the experimenter. In some of these examples, 
animal health, animal well-being, and scientific quality are clearly 
improved by implementing a standard such as excluding patho-
gens that kill animals68, or adding nesting enrichment64,65; in 
others they are clearly impaired, as when animals are subjected 
to “forced” handling techniques58, or by the over-exclusion of 
infectious agents59. But, in most cases it is unclear whether any 
particular standard is the “right” thing to do.

Thus, the decision to conduct an experiment in a certain way is 
inherently a choice to ignore other aspects of the problem under 
study. Controlling or standardizing a particular variable also means 
that we choose to ignore the potential effects on study outcomes of 
doing so. Accordingly, therioepistemology asks us to make a frame 
shift, where we focus on acknowledging what we choose to ignore 
and our reasons for doing so, and on clearly understanding the effect 
this has on the model and the experiment. Therioepistemology 
is distinct from the formalization of reporting advocated in the 
ARRIVE guidelines69. The ARRIVE guidelines are valuable in set-
ting a minimum standard for reporting what was controlled, not 
what was ignored or unknown, and focus on study reporting rather 
than study planning.
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To formalize this process we provide a list of six questions that 
cover (in our experience at least) the vast majority of problematic 
animal work we have encountered. To a degree these questions 
overlap: for instance we singled out animal well-being as a distinct 
question in order to emphasize the central importance of good 
well-being to good science, but consideration of animal well-being 
overlaps with several of the other questions. We welcome changes 
and additions to these questions as the discipline of therioepiste-
mology evolves.

What features of model biology are ignored?
An animal model, by definition, is not a perfect homolog to a 
human patient. This question focuses on ways in which the animal’s 
biology, by virtue of its species, housing, or genetic manipulation, is 
unlike the human. We provide examples of three common issues.

Model biology is ignored through ignorance of species dif-
ferences. Animals can differ physiologically, anatomically, and 
cognitively from humans. Being unaware of these differences 
can be ruinous to animal research. Many animals have anatomi-
cal features that humans do not, and consulting a veterinarian 
or veterinary pathologist when designing the experiment and  

before publication is wise. For example, there are several papers in 
which the paired subcutaneous preputial glands of mice were identified  
as various types of neoplasia including teratomas and squa-
mous cell carcinomas51–53. The consequences for the validity 
of experiments in which these normal structures are seen as 
abnormal should be obvious. In fact the cancer literature often 
blames fundamental biological differences between rodents and 
humans for the particularly high attrition rate (at least of non-
biologics)9,19, but perhaps the real issue is not differences, but 
ignorance of these differences. For instance, we can contrast 
anti-neoplastics with cardiovascular drugs, which have the high-
est translation rate of any class1. Differences in heart physiology 
between humans and small rodents are just as profound—mass 
of the heart and electrical regulation of the heartbeat in mice 
and rats is such that fibrillation is difficult to induce. However, 
in this field the effect of this difference on the models has been 
intensively studied70,71, suggesting that basic biological dif-
ferences are not a major contributor to attrition, as long as we  
knowledgably compensate for them.

Model biology is ignored through managing only what we can 
monitor. Husbandry systems have an inherent tendency to manage  

Table 1 | Three Dimensions of Validity (adapted from ref. 17)

Dimension Subtype Definition and examples

Fa
ce

 v
s.

 C
on

st
ru

ct
 v

s.
 P

re
di

ct
iv

e Face Does the measure or model appear outwardly similar to what it is supposed to measure or model in terms of  
behavior, phenomenology, epidemiology etc.? (e.g., Does a fear measure resemble fear responses for the species?  
Do the animal symptoms resemble the symptoms seen in human patients?)

Construct Does the measure or model involve the mechanism or processes that it is supposed to measure or model  
(at physiological, immunological, or neuropsychological levels etc.)? (e.g., Can the measure actually  
access these processes? Is the methodology consistent with the theory behind the measure? Does an animal model  
involve the same physiology as the human measure or condition? Does an animal model show the same medical  
signs, or the same biomarkers, as the human condition?)

Predictive Does the measure or model actually predict outcomes it is supposed to? (e.g., Does a behavioral stress  
measure predict stress hormone levels? Does an animal model predict human drug response? Does the animal  
model respond only to treatments that successfully treat human patients?)

In
te

rn
al

 v
s.

 E
xt

er
na

l Internal Is the methodology and results of the measure or model consistent with both the theory and existing data from  
the model system? (e.g., Is the methodology consistent with the mathematics describing the measured  
properties? Is the measure ecologically relevant to the test species? Does the measure agree with other measures  
of the same property in the same individuals?)

External Are results from the measure or model broadly applicable? (e.g., Is the kind of fear measured in a fear test broadly  
applicable to the kind of fear being modeled in humans? Does the model give consistent results across a  
range of environmental conditions that accurately reflect the range of environmental conditions experienced  
by human patients?)

Co
nv

er
ge

nt
 v

s.
 D

is
cr

im
in

an
t

Convergent Does the measure or model show broad agreement with properties of the thing being measured, or properties  
of the human condition being modeled? (e.g., Are different measures of fear correlated? Does the model  
show similar behaviors to the human condition? Do drugs that treat human patients also treat model symptoms?  
Is the gene knocked out in the model also downregulated in human patients? Do mechanisms in the model mirror those in 
humans?)

Discriminant Does the measure or model exclude alternative processes or differential diagnoses? (e.g., Is a fear measure  
‘clean’, or is it correlated with measures of other behavioral traits? Does the model show behaviors, physiology,  
signs, biomarkers or symptoms atypical of the human conditions, or typical of a differential diagnosis to the  
human condition? Do drugs that fail to treat humans also fail to treat the model? Do all human patients show  
downregulation of the gene knocked out in the model, or only a subset? Do mechanisms that distinguish human  
disorders or subtypes also distinguish the animal models?)

Definitions are given, with example tests. Note that tests of validity often involve more than one of these dimensions (for example, when a drug works in a mouse but fails in humans, this is a failure of 
predictive, external, convergent validity). For additional discussion see refs. 17,18,24,44,46,47.
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things that are either easily measured or matter to humans (light 
levels, air exchange rates, temperature, etc.), which may not be 
things that matter to model species. Concomitantly, we have 
a tendency not to manage or measure those things that do not 
matter to us. This is particularly important in the case of mice, 
which are highly adapted to living cryptically as human commen-
sals—in fact, their stealth adaptations rely on using sensory ranges 
such as ultraviolet and ultrasound that we don’t detect and being 
active when we aren’t. Furthermore, as discussed elsewhere in this 
special issue41, the critical issue for well-being and model quality 
is control, not of the animal, but by the animal. Through over- 
engineering animal housing we take away an animal’s control of 
its environment, which in turn makes it fundamentally abnor-
mal41,72. This argument is traditionally a stress-psychology one, 
although it has recently been expanded to immunology. By inten-
sively managing infectious agents because they can be measured, 
we have inadvertently created mice whose immune systems never 
develop beyond a neonatal naivety. Thus, “clean” lab mice have an 
immune system that may be a good model for human neonates, 
but is a terrible model for adult humans, whereas “dirty” mice have 
an immune system which does model adult humans59. This inad-
vertent immunological manipulation may be critical in explaining 
poor translation in cancer59.

Model biology is ignored through ignoring experimentally  
induced changes in unintended aspects of model biology. 
Experimenters intending to manipulate one isolated aspect of 
an animal’s biology may simultaneously and unintentionally also 
tweak others, an issue that manifests in two ways. Either investiga-
tors are unaware of this limitation of the model arising from its 
biology, from its housing, or from its methodology; or they choose 
to ignore it as a necessary evil. Genetically modified mice provide 
two excellent examples. First, the “linked gene problem”32,33—or 
the fact that the process of creating a congenic by backcrossing a 
chimera to a different strain reduces the proportion of the genome 
that is derived from the original embryonic stem cell donor strain, 
but that simple linkage ensures that the manipulated gene is flanked 
by linked DNA from the donor strain. There may be hundreds of 
linked genes in this flanking DNA, and although their number 
decreases each backcrossing generation, it never reaches zero. Thus, 
any phenotype, especially any unexpected phenotype, is much more 
likely to be due to linked genes than the manipulated gene32,33. For 
a long time this issue was ignored as a necessary evil, even though 
it potentially invalidates traditional genetically modified mouse 
models, and is actually relatively easy to work around with appro-
priate breeding schemes and experimental design33.

Second, the “overlapping gene problem”—technologies like  
Cre-lox or CRISPR, which supposedly cleanly alter gene expression, 
often do not73. Roughly 10% of genes in the mouse genome have 
overlapping reading frames74. Typically this is in opposite strands, 
but genes can overlap on the same strand74. As a result, insert-
ing loxP sequences on either side of a gene may introduce non-
sense mutations in overlapping genes, and CRISPR deletion may 
delete portions of overlapping genes. This is particularly troubling 
because overlapping gene pairs are not well conserved between 
mice and humans74, so an unintentional loss of function in the 
mouse is unlikely to also occur in humans. So once again, ignoring  

this problem as a necessary evil raises the risk that an observed 
phenotype, especially an unexpected phenotype, may not be truly 
due to the gene manipulated.

Besides introducing confounds that may drive experimental 
results, such perceived necessary evils can additionally interfere 
with measurements. For example, in a macaque model of dia-
betes, physical restraint of non-human primates for blood col-
lection activates a stress response that causes rapid changes in  
blood glucose levels75,76. Habituation to the procedure or use of 
voluntary handling techniques based on positive reinforcement 
training can allow researchers to obtain blood with a compara-
tively minimal stress response; these measures will more closely 
reflect the animal’s biology, rather than the intensity of the aversive 
experience itself75–77.

What features of human biology are ignored?
This question focuses attention on essential features of the human 
disease that are ignored such that the model or the measure can’t 
actually be a meaningful homolog to the human. At best the animal 
work lacks specificity, but often because the wrong thing is being 
modeled, any results are of little relevance to the human disease.

Human biology is ignored through ignorance of human diag-
nostic criteria. This is a particular issue in psychiatric models. 
For instance, a diagnosis of obsessive-compulsive disorder (OCD) 
requires the exclusion of differential diagnoses such as stereotyp-
ies or trichotillomania, yet we are unaware of any proposed mouse 
model of OCD where the “OCD-like” behavior would not be an 
exclusionary differential (like hair pulling, stereotypies, or self-
injury) in humans17. Non-clinical researchers are often ignorant 
of the specific inclusionary diagnostic criteria as well—in the case 
of OCD, those criteria state that compulsions are performed to 
relieve the anxiety of experiencing the obsession. So if we can’t 
measure the obsession in a mouse, we can’t meaningfully call a 
repetitive behavior a compulsion. This leads to the second reason 
for ignoring human biology.

Human biology is ignored because human symptoms are 
considered unmeasurable. Again this is a common issue in psy-
chiatric models, where part of the human diagnosis is based on 
patient reports of internal experiences; but is technically true for 
all diseases (as symptoms are patient reported, whereas signs are 
objectively observed). Obsessions in OCD are a clear example, as 
is catastrophic thinking in depression78. In both cases these are 
clinically relevant symptoms because treating them can be key to 
treating the disorder as a whole. This problem might seem intrac-
table, but it is not79. For instance, in psychiatry we know of many 
neuropsychological biomarkers that are uniquely correlated with 
these private symptoms. The animal well-being literature in par-
ticular has reverse-translated many of these biomarkers to measure 
subjective states in animals54,78–81. Indeed biomarkers—or neces-
sary control points in disease development, such as insulin resist-
ance in metabolic syndrome—provide a general solution to many 
of the issues we raise here. If the same biomarker can be measured 
in the same way then there is no need for the “-like” measures that 
are so prone to false discovery17,18,82.

Human biology is ignored because doing something is per-
ceived as better than doing nothing. This argument is usually 
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posited by researchers who are highly motivated to help the patient 
population, and as such, acknowledge the limitations of the model. 
The thinking is that if this is the only model or measure that we 
have to work with, then we have no choice but to use it and hope 
that it will tell us something. Criticizing or abandoning a model 
or measure is often characterized as throwing the baby out with 
the bathwater. For instance, autistic children show impairments in 
making eye contact, social play, and in theory of mind; but so do 
mice as a species55. It is nonsensical to attempt to model the patho-
logical absence of a cognitive function in an animal that does not 
possess it in the first place. When researchers ignore this issue, they 
are ignoring the fact that there never was a baby in the bathwater in 
the first place, and thus any result is a false discovery. Autism also 
shows us how to resolve this problem—sometimes we may have to 
pick different species for different components of the diagnosis. 
Developmental delay and repetitive behaviors can be meaning-
fully modeled in mice83, but we will have to turn to species that 
do possess complex social cognition in order to model the social 
dimension of the disorder55.

As we have argued before17, the suffix “-like” does not resolve 
this or any of the problems discussed so far: either the measure or 
model is or is not homologous to the human symptom or condi-
tion. “-like” merely indicates that the behavior is known to not be 
homologous, or it is being used without validation, and neither 
would be acceptable in other disciplines17. “-like” is also inherently 
dangerous because it encourages the ongoing use of a model or 
measure that is unlike the human disease, and thus will generate 
nothing but false positive results in terms of translation.

Human biology is ignored through reductionism. Humans 
are complex and messy, as are our diseases and their treatment. 
Reductionism attempts to understand the world by ignoring this 
complexity, which works for basic science but is a bad idea for 
translational research. Disease genetics illustrates the fallacy inher-
ent in translational research reductionism. Few diseases are the 
result of the malfunction of a single gene. Instead, multiple genes 
confer risk, and more importantly, it is the activation or inactivation 
of particular genes or the interaction of those risky genes with the 
environment that allows a disease to develop. These differentially 
regulated genes are the interesting targets therapeutically, because 
they not only control disease development but they can be used 
to both detect a disease before it is fully developed, and to stop it. 
They are also the hardest genes to find with a typical genome-wide 
association study approach. The reductionist answer is to seek out 
rare or de novo mutations which confer Mendelian inheritance, in 
which case only a few individuals are needed to find the culprit. 
For instance, a handful of families have been identified with loss of 
function mutations in SLITRK1, and near Mendelian inheritance 
of Tourette’s Syndrome and trichotillomania84,85; but the resulting 
knockout mice86 are at best models of only these few families, not 
the disorders as a whole17. Furthermore, such highly penetrant rare 
de novo mutations may be the easiest to find, but they are of the 
least interest clinically. Precisely because they are penetrant, they 
are unlikely to be malleable. As with our other examples, there is a 
way out of this trap. Animals like mice, which go from conception 
to middle age in under a year, are incredibly valuable if the model 
is hypothesis-driven and biomarker-based. Following biomarkers 

through disease development serves the same purpose as look-
ing for rare individuals in humans—it narrows down the number 
of candidates to the point where it is viable to test for them in a 
broader clinical population. But instead of identifying rare genes of 
little broader relevance, biomarker-based animal models allow us 
to identify the differentially regulated genes that are viable targets 
for intervention17,87.

What features of the measures are ignored?
With the notable exception of reverse translated biomark-
ers17,18,54,78,82, measures in animal models, like models themselves, 
are often only approximations of the signs and symptoms of human 
disease. This question overlaps with the previous questions, but 
serves to focus attention on the measures taken in the animal model, 
because however good the model, if the measures taken are flawed, 
then the experiment is bound to produce spurious results.

Features of the measure are ignored through ignorance of 
the discipline from which a measure is borrowed. In modern 
biomedical research the range of disciplines involved in any project, 
basic or translational, is too broad for any one investigator to be 
an expert. Problems arise when there is an implicit bias or asym-
metry in the perceived skill required for different components of 
a project. Nowhere is this more true than behavioral phenotyping 
—an ethologist attempting to do genetic work without genetics 
expertise would never survive peer review, but the behavioral genet-
ics literature is characterized by geneticists assessing behavioral 
phenotypes with no behavioral training88. Accordingly, the major-
ity of behavioral phenotyping tasks have been thoroughly discred-
ited by ethologists and experimental psychologists29,30,36,38,45 (for 
a comprehensive review, see refs. 17,18). Yet almost every medical 
school has a behavior core churning out data from the same dis-
credited methods. Ignorance of basic behavioral methodology has 
led to essential quality controls being sacrificed in the interest of 
throughput and automation, the result being garbage in, garbage 
out17,18,29,30,36,38,45.

Ignoring evidence that the measures are flawed. Aside from 
theoretical considerations, the previous example is neatly illustrated 
by a lack of internal convergent construct validity (i.e., that often, 
measures of the same supposed quantity do not agree89); internal 
discriminant construct validity (i.e., that alternative deficits affect 
the measure36); external construct validity (for example, measures 
interpreted as being those of a trait are actually being determined 
by state29,30,90); or internal predictive validity (for example, that the 
ability of a measure to detect different classes of drugs depends on 
how the animals were handled30,67). Again, such choices are often 
justified by the “this is the best we have” argument, but this is a fal-
lacy of argument from ignorance—it is simply not true. Behavioral 
neuroscience has developed far better measures which could have 
been used, if only ethologists or experimental psychologists had 
been consulted17,18,54,78,91,92.

Ignoring sensitivity vs specificity with respect to the research 
question. Sensitivity is the proportion of truly positive individuals 
identified by a measure. Specificity is the proportion of truly nega-
tive individuals identified by a measure. If hypothesis-free screen-
ing is the purpose of the work (as is the case for phenotyping in 
general), then there is nothing wrong with using overly sensitive 
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methods, as long as appropriate corrections are employed for mul-
tiplicity and false discovery rates, which is rarely the case17. Indeed, 
almost all other areas of biomedical research where hypothesis-free 
discovery is the goal have come to understand the need for false-
discovery correction93, yet this is strangely lacking for phenotyp-
ing in general in animal models17. Indeed attrition can be boiled 
down to an imbalance between sensitivity and specificity—in ani-
mal work we are seduced by the possibility of a result (sensitivity) 
and do not attempt to rule out a false discovery (specificity). Again, 
the OCD example is illustrative—all that is repetitive is “OCD-like” 
(sensitivity), but little repetitive behavior is truly OCD (specificity).  
Thus, if our research question is truly “do I have a model of X”?, 
then we should be employing highly specific measures instead of, 
or as a follow-up to, highly sensitive phenotyping measures17,18. 
This problem is more of a challenge of changing the business-as-
usual mindset than anything, as it is readily solved by adopting 
highly specific biomarkers, which may require reverse translation, 
but can also be as simple as adapting a human assay kit for use in 
animals54,78,82,88.

What features of background methodology and husbandry 
are ignored?
Experiments do not occur in a vacuum. We tend to focus on the 
experiment itself, and not the supporting scaffolding or “experi-
mental background” that surrounds it. Reporting standards69, 
while valuable, do not answer the question of what was ignored 
when the experiment was designed. This question focuses attention 
on what aspects of experimental background are being ignored at 
the cost of experimental validity.

Experimental background is ignored because this is how it’s 
always been done, and through fear that the model will stop 
“working”. Experimenters are often very resistant to changes in best 
practice that affect the immediate experimental background, such 
as changes in analgesia regimen, post-surgical recovery procedures, 
group housing, or enrichment. There is an inherent temptation to 
keep methodology and experimental background identical over 
time, for fear of some small change leading to the model “not work-
ing”; but in reality the experimental background of our animals 
is changing constantly in ways we cannot control. Furthermore, 
if a model only works under very specific conditions30, then it 
lacks external validity: it doesn’t generalize across circumstances  
even within the same species studied using the same measures, 
and is therefore unlikely to translate to humans. Such examples 
are probably not very good models, and it is therefore crucial that 
we attempt to identify and weed out these cases with low external 
validity by deliberately running experiments against a variety of 
experimental backgrounds26–28.

Often though, changes in models may recapitulate clinically 
relevant phenomena in humans. For instance, all other things 
being equal, the major predictors of breast cancer survival in 
humans are measures of social support—contributing an aston-
ishing 50-fold change in risk when combined94. The same is true 
of spontaneous breast cancer in rats: singly housed rats show an 
84–fold increase in tumor burden over those housed in groups, and 
increased risk for more invasive forms of breast cancer, predicted by 
elevated anxiety and hypothalamic–pituitary–adrenal (HPA) axis  

sensitization95. Similar effects are seen in mice96. Far from being a 
source of unwanted noise, socially housing rats and mice allows us to 
study the underlying psychobiology of social support in humans.

Experimental background is ignored because of the one- 
size-fits-all industrialization of animal facilities. The last 20 
years have seen wholesale changes in animal facility infrastruc-
ture, for instance from static caging to individually ventilated 
(IVC); from wood-based bedding to paper bedding to corncob; 
and from the growing introduction of enrichment. Once a change 
like investing in IVC caging is made, there’s no going back, and 
all too often we discover that there are unintended consequences. 
For instance, mice find IVCs and high ventilation rates aversive97, 
which results in a general state of heightened fear and anxiety98 
as well as HPA axis sensitization and immune supression99 com-
pared to mice in conventional caging. IVCs are typically adopted 
to extend cage-change intervals, yet they are not able to limit 
ammonia levels sufficiently to avoid nasal lesions in breeding100 
and stock cages101. Similarly, recent years have seen a broad adop-
tion of corncob bedding, primarily because this material is easily 
dispensed by automatic systems. However, not only is corncob also 
a sandblasting material (which should raise concerns about com-
fort), but it also contains a number of potent estrogen disruptors. 
Accordingly, rats housed on corncob show less slow-wave sleep60, 
reduced reproductive output, and female acyclicity102; prostate- 
cancer xenografts grow at an accelerated rate in mice housed on 
corncob102; and Peromyscus californicus housed on corncob show 
twofold increases in aggression, on the same scale as those due to 
treatment with the aromatase inhibitor fadrazole62. Similar exam-
ples exist for many other aspects of animal housing.

The point here is not that one particular system is the best, but 
that it might be wise to ask the animals about the impact a change 
in housing will have before we implement it. Furthermore, there 
simply is no such thing as a “historical control”, either experimen-
tally (one would never exclude controls from an experiment and 
use data from control animals in the past), or conceptually—animal 
environments change, and as a result, so do animals.

Experimental background is ignored through seeing animals 
as tools, not as patients. When we are used to seeing mice in barren 
standardized environments, with standardized chow, and standard-
ized genetics, referring to them as models not mice or animals, it is 
easy to fall into the trap of thinking of them more as little furry test 
tubes than animal patients. But the other examples in this question 
boil down to this simple change in perspective: if we think of animals 
as patients, not tools, it forces us to think about all the aspects of the 
experimental background that differ from humans that we might  
otherwise ignore.

What animal well-being issues are ignored?
Although animal well-being considerations are spread across the 
other questions, asking this as a separate question emphasizes  
the central importance of good well-being to good science.

Animal well-being issues are ignored through ignorance of 
human well-being effects on health outcomes. In humans we know 
that many aspects of general well-being impact health outcomes95. 
The animal well-being literature focuses on the underlying biol-
ogy of these effects to argue that “good wellbeing is good science”  
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(see this special issue refs. 41–43, and more generally refs. 26,56–58). 
Regardless, investigators may be unaware of the role well-being plays 
in human health, and as such be unaware of the potential impacts of 
animal well-being issues on their animal models. As discussed above, 
improving well-being often adds to the model, not just because 
we are normalizing the animal’s biology41, but because we can  
now model the effects of clinically relevant variables like social 
support in cancer96,97, or educational level and cognitive demand, 
as modeled by enrichment in mice, in preserving function in 
Alzheimer’s disease103.

Animal well-being issues are ignored through mistaking 
absence of evidence for evidence of absence. The catch-22 of labo-
ratory animal well-being science is that it is, for all intents and pur-
poses, completely unfunded in the US. As a result, we are constantly 
responding to negative consequences of cost or engineering-driven 
changes in practice, rather than, with notable exceptions58,104, 
providing evidence that drive changes in practice. This vacuum is 
often filled by the fallacious argument that absence of evidence is 
evidence of absence—that because nobody has shown that there is 
an issue, it means that no issue exists. For instance, there was great 
resistance to the idea that fish feel pain, in part because it took so 
long for animal well-being science to pay attention to the issue. In 
fact, fish have homologous neurophysiology to mammals, and they 
show complex cognitive responses to pain consistent with a central 
subjective experience of it105.

Animal well-being issues are ignored by treating the animal 
as a tool, not a patient. The examples in this question, again, boil 
down to the observation that by seeing mice as tools rather than 
patients, we are more likely to overlook a well-being problem and 
its impact on an experiment. The worst outcome though, is falling 
into the trap of thinking not that well-being doesn’t matter, but that 
animals can’t feel pain, or can’t be fearful, or can’t be depressed. This 
position is best challenged as an issue of validity—if mice can’t feel 
pain like we do, then they are of little use as a means to find new 
analgesics, an extension of the argument for the need to measure 
central experience in developing analgesics48,50; and if mice can’t 
be depressed then they can’t be useful models of depression. If we 
claim that mice are valid models of pain, depression, and a myriad 
of other disorders, then we have to recognize that they can experi-
ence these states in other experiments and we need to mitigate them 
for the sake of both the animal and the experiment.

What principles of experimental design and statistics  
are ignored?
In many ways, experimental design and statistics are the easiest fix 
in terms of addressing translatability. The differences between ani-
mal and human experimental designs are shocking, and go a long 
way to explain the failure of translation17,18. Similarly, basic errors 
in experimental design and analysis are easy to spot and do predict 
the likelihood of a result being robust and replicable7,17,19,106. This 
question, once again, challenges us to ask, are we treating animals 
as tools or patients?

Principles of experimental design and statistics are ignored 
through ignorance of advanced designs. The incongruity between 
a highly standardized animal experiment and a human trial that 
embraces variation is astonishing. What human trial would propose 

studying the effect of a drug only in 43 year old males who are all 
twin brothers living in one small town in California, with identical 
studio apartments, identical educations, identical monotonous jobs, 
identical furniture, identical monotonous diets, identical locked 
thermostats set to uncomfortably cold temperatures, where the 
house is cleaned by a grizzly bear that erases all of their social media 
every two weeks? But this bizarre “Stepford Experiment” is exactly 
what we aspire to in an animal study. In human work, not only do we 
recognize the richness of individual diversity, but we actively study 
it17,18,40,107–109. More advanced experimental designs and analyses 
that either study individual variation or spontaneous disease within 
the animal population54, or which deliberately introduce variability 
in a controlled manner26–28 as we do in real human trials, offer 
several advantages. They allow us to understand variability and 
thus find biomarkers; they test the generality of the result across 
different experimental backgrounds and are thus much less prone 
to false positives; they are a match to human clinical study design 
further increasing the chance that they will translate; and they are 
more powerful, reducing sample size sometimes by orders of mag-
nitude17,26. Indeed these basic points were made by R.A. Fisher110, 
the father of biostatistics, in 1935. For details of such designs, and 
simulations demonstrating these points, see refs. 17,26–28.

Principles of experimental design and statistics are ignored 
because we assume everything important is controlled, and those 
controls have worked. An implicit assumption of the Stepford 
Experiment is that we have controlled everything we need to con-
trol, but this cannot be the case—animals see colors we do not, 
hear sounds we do not, have electrical and magnetic senses that 
we do not, respond to odors and pheromones that we can’t detect 
and are fundamentally affected by things we are unaware of. For 
instance, mice are generally more stressed the higher from the floor 
they are housed, thus rack position affects abnormal behavior111, 
and anxiety and immune function112, so much so that when NOD 
mice are housed at the top of a rack, they are sufficiently immu-
nosuppressed that the time to onset and the proportion of animals 
developing Type I diabetes is significantly affected112. Even if we 
know about such effects we might not be able to control for them— 
for instance, the identity of the experimenter has a far greater impact 
on measures of pain in mice than the genetics of the animal31, due 
in part to a stress-induced analgesia in mice in response to pherom-
ones produced by male experimenters67. It is clearly impossible to 
have one experimenter perform all of the pain assays in an institu-
tion, let alone the whole world, so this confound simply cannot 
be controlled. And even if this was possible, who should we use? 
Which row of the rack should we perform our NOD mouse Type I 
diabetes experiments on? This choice could in theory be informed 
by the characteristics of the human patient population we wish 
to model. In reality, though, patient populations are heterogene-
ous in many important respects, further underscoring the need for 
experimental designs that explicitly take this variation into account 
rather than ignoring it.

If we cannot standardize or control major experimental con-
founds such as these, or if it would be ill-advised to do so, what 
should we do? Again the answer is simple: adopt the experimental 
designs and analyses used in humans that are specifically designed 
to deal with these problems. As most unseen variables cluster at the 
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cage level, while many experimental treatments may be applied to 
individual animals within a cage, the simplest such version is to 
adopt a randomized block design where cage is included as block-
ing factor in the analyses—this is equivalent to a human study 
where mice from the same cage are matched-pair controls. For 
more detailed discussion, see refs. 17,26–28,113.

Principles of experimental design and statistics are ignored 
because there is not a primary hypothesis and primary outcome 
measure. In human trials it is considered best practice to register an 
analysis plan, to specify primary outcome measures, and in general 
to formally state both a null hypothesis and how it will be tested. 
There is a clear understanding that the more rigorously defined 
an analysis is before its performance, the more likely a significant 
result is to be true, for a variety of reasons22, not least the avoidance 
of p-hacking107. Contrast this with animal trials that often have 
multiple stages of confirmation, which is not hypothesis testing. 
Multiple outcome measures may be taken, and those that are sig-
nificant are believed even when they disagree with other measures 
of the same property90. Perhaps a fishing expedition is dressed up 
in a pseudo hypothesis: “knocking out gene X will cause a change 
in the mouse” is not a falsifiable hypothesis, because it lacks any 
specificity—clearly it will cause some change or other—but this 
is the essence of phenotyping. Aside from egregious examples of 
bias and cherry-picking, these experiments work best when they 
are also analyzed correctly.

To assign a probability to something unknown, we have to state 
something else as known as a reference: the logic and math of a 
p-value rests on the assumption that the null hypothesis is correct 
(i.e. p  =  the chance of seeing a result this unusual given that the 
null hypothesis is correct). Therefore an experiment without a hard 
null hypothesis can’t be analyzed with a p-value. Instead in all of 
the examples above it is far more appropriate to calculate the false 
discovery rate (FDR)17.

Principles of experimental design and statistics are ignored 
because false discovery rate is not considered, especially for unex-
pected results. The probability of false discovery can be stated as the  
q-value, by taking the positive result as the known entity. Thus, 
q  =  given that the observed result is significant, what is the chance 
that it is a false positive? In the situations described above where 
the null hypothesis is lacking, or many tests are used to ask the 
same question, as when many different measures of anxiety are 
taken in a phenotyping screen, each with multiple variables, and 
any significant result would be believed, the q-value is the correct 
test statistic17,94. This is particularly true for an unexpected result. 
Imagine a phenotyping screen, with potentially tens or hundreds 
of readouts. If I perform just five tests, and the null hypothesis is 
true in each case, the chance that at least one will be significant at 
p  <  0.05 by chance alone is 23%. For this reason alone, one can 
virtually guarantee that when hundreds of tests are performed, an 
unexpected result is a false discovery17,22. This is even more true 
when we consider all of the examples above where an apparent  
difference has no broader biological relevance, such as a phenotype 
caused by a gene linked to a mutation, not the mutation itself. This 
isn’t to say that we should ignore serendipity in science, but that ser-
endipitous discoveries need to be followed up not by confirmatory 
experiments but by aggressive attempts to prove them untrue.

Principles of experimental design and statistics are ignored 
when we misinterpret confirmatory experiments and technical 
replicates as bolstering evidence. Confirmatory experiments are an 
essential part of science when technical errors could produce a false 
result—this is particularly true in molecular biology for example. 
However it is a mistake to approach them as an attempt to confirm 
an original unexpected result; they should always be an attempt to 
prove it untrue. Consider a phenotype due to a linked gene: red-
eriving the mutation on a different background would replicate 
the original technical error. If we wanted to truly try to invalidate 
the causal relationship we might derive the mutation by a differ-
ent means, or use RNAi, or pharmacologically interfere with the  
gene product in some way. It is not difficult to find examples of 
researchers suggesting invasive therapies in humans on the basis 
of a series of confirmatory experiments that did not attempt  
to disprove the original unexpected result, even when the con-
clusion is implausible on its face (for example, that some kind  
of selective silencing of HOXB8 in bone marrow is the cause of 
trichotillomania114, which is simply implausible for a disorder  
that affects 3–5% of women)17.

Principles of experimental design and statistics are ignored 
when randomization, blinding, and other cornerstones of good 
practice are disregarded. A recent survey of published, peer-
reviewed animal work found that 86% did not blind observer to 
treatment when subjective assessment was involved, and 87% did 
not randomly allocate animals to treatment115. In fact, a lack of 
blinding, a lack of proper control, lack of measure or method vali-
dation, selective reporting of results and other cornerstones of good 
practice systematically predicted which studies were more or less 
likely to be replicated when repeated in-house by pharmaceutical 
companies7,19. It is depressing that poor practice is so widespread, 
but heartening that we do in fact know what to do to produce 
robust, replicable work7.

Therioepistemology: a change in perspective
It may seem audacious to propose a new discipline, but we believe 
marking this moment as such is warranted. New disciplines are born 
in paradigm shifts, where the prevailing world view can no longer 
bear the weight of evidence against it, and a shift in perspective 
is required to conceptualize the evidience116. Therioepistemology 
formalizes two related shifts in thinking that are sufficiently tec-
tonic to count as a paradigm shift. First, the shift from asking  
“what have we controlled?” to asking “what have we chosen to ignore, 
and at what cost?” And second, the shift from viewing research 
animals as little furry test tubes, to viewing them as animal patients.  
As we argue throughout, these two changes in perspective are 
inherently linked.

As we change our mindset, we can begin to more formally 
assess what we’ve chosen to ignore, or have disregarded due to 
ignorance of its importance, in our own work, the work we read, 
and the work we review. To aid in assessment, we have asked six 
overarching questions to focus attention on what has been ignored 
and ways in which the animal patient may be critically unlike the 
human patient. These are by no means exhaustive and we welcome 
improvements to this heuristic structure. We hope that we have 
at least formalized the process enough that therioepistemology  

©
 2

01
7 

N
at

u
re

 A
m

er
ic

a,
 In

c.
, p

ar
t 

o
f 

S
p

ri
n

g
er

 N
at

u
re

. A
ll 

ri
g

h
ts

 r
es

er
ve

d
.



LabAnimal Volume 46, No. 4 | APRIL 2017     111

Focus on Reproducibility� Review

provides a framework to help investigators and reviewers ask “what 
type of validity is claimed, what type has been shown, and which is 
relevant to the research question at hand?”, and most importantly 
“are the validities properly aligned?” Given the existing evidence 
surveyed here, we firmly believe that getting this alignment right 
will radically improve the reproducibility and translatability of ani-
mal work, with great benefits to the animals used in research and 
human health in all its facets.
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